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ABSTRACT: Individual differences in impulsivity underlie a good deal of the risk taking that is observed during adolescence, and some of the most hazardous forms of this behavior are linked to impulsivity traits that are evident early in development. However, early interventions appear able to reduce the severity and impact of these traits by increasing control over behavior and persistence toward valued goals, such as educational achievement. One form of impulsivity, sensation seeking, rises dramatically during adolescence and increases risks to healthy development. However, a review of the evidence for the hypothesis that limitations in brain development during adolescence restrict the ability to control impulsivity suggests that any such limitations are subtle at best. Instead, it is argued that lack of experience with novel adult behavior poses a much greater risk to adolescents than structural deficits in brain maturation. Continued translational research will help to identify strategies that protect youth as they transition to adulthood. © 2010 Wiley Periodicals, Inc. Dev Psychobiol 52: 263–276, 2010.
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INTRODUCTION

The dramatic growth of developmental neuroscience in the last decade has produced remarkable findings regarding brain development during childhood and adolescence (Giedd et al., 1999; Sowell, Thompson, Tessner, & Toga, 2001). The perhaps most impressive findings concern the protracted maturation of the prefrontal cortex (PFC) and parietal regions. It appears that around age 11, the PFC and parietal lobes begin a period of prolonged pruning of neuronal axons resulting in thinning of cortical grey matter. At the same time, there appears to be an increase in neuronal myelination. The significance of these maturational changes has yet to be established. However, many researchers have argued that the protracted pruning of the PFC represents growing frontal control over behavior, the absence of which is associated with impulsivity and poor decision making. Indeed, adolescents have long been described as excessively prone to risk taking and impulsivity as exemplified by drug use, unintentional injuries (especially car accidents), and unprotected sexual activity (Arnett, 1992).

Based on these patterns of brain development and behavior, researchers from different disciplines have proposed two-processes of brain maturation that predispose the adolescent to risk taking and impulsivity. One process that emerges early in adolescence is driven by frontostriatal reward circuits involving the ventral striatum (e.g., the nucleus accumbens) (Casey, Getz, & Galvan, 2008; Chambers, Taylor, & Potenza, 2003; Galvan et al., 2006). These circuits mature relatively early (Fuster, 2002) and encourage the adolescent to venture away from the family and toward increasingly novel and adult-like activities (Spear, 2007). Not
surprisingly, many of these activities are fraught with a certain amount of risk (e.g., driving, sex).

At the same time that the adolescent is engaging in novel and risky activities, it is argued that the PFC has not yet matured to the point where risks can be adequately assessed and control over risk taking can be sufficiently exerted to avoid unhealthy outcomes. In particular, the PFC and its connections with other brain regions are thought to be structurally inadequate to provide the control that is optimal for adolescent behavior. This maturational gap in development of PFC-based control relative to more advanced motivational circuitry is said to result in an inevitable period of risk for adolescents (Casey et al., 2008; Nelson et al., 2002; Steinberg, 2008). Furthermore, it is suggested that interventions to reduce this period of vulnerability will inevitably have very limited effectiveness (see Steinberg, this issue).

In this paper, I argue that the major sources of adolescent risk taking and impulsive action are of two sorts. One is a pre-existing form of impulsivity that is evident in the early years of life (at least age 3) that persists into adolescence. This source of risk is akin to Moffitt’s (1993) “life-course persistent” developmental path and Patterson’s (Patterson, Reid, & Dishion, 1992) “early starter” path. A second source of risk is associated with a rise in sensation seeking that results from activation of the ventral striatum (Chambers et al., 2003; Spear, 2009). As already noted, this change encourages experimentation with novel (adult-like) behavior. However, rather than representing a structural deficit in frontal control, these risk-taking tendencies are argued to be more the result of normal development and the inevitable lack of experience associated with engaging in these novel behaviors.

In forging this argument, I first review the evidence regarding early manifestations of impulsivity and how experience during childhood, especially various forms of stress, may predispose some youth to engage in risky activity as they proceed through adolescence. This evidence suggests that a major source of risk taking during adolescence may be a result of impaired impulse control that precedes the adolescent period. As a result, adolescent risk taking is not a uniform phenomenon, and individual differences dominate the emergence of such behavior during adolescence.

EARLY MANIFESTATIONS OF ADOLESCENT RISK TAKING

Despite the popular characterization of adolescents as impulsive and lacking cognitive control, the evidence regarding such behavior suggests a more nuanced picture. If we look at recent longitudinal studies of risk behavior trajectories, we see a remarkably consistent pattern. For example, in regard to binge drinking, data from the Seattle Social Development Project (Hill, White, Chung, Hawkins, & Catalano, 2000) shown in Figure 1 indicate that rather than exhibiting a uniform increase across the adolescent period, the dominant pattern for this behavior is not to engage in it. About 70% of the youth in that cohort reported no binge drinking. On the other hand, there was a small group of youth (3%) who exhibited high rates of binge drinking at age 13 and who persisted in this trajectory until age 18. A third group of youth (4%) began to engage in binge drinking during adolescence and a fourth much larger group (23%) began later at age 18.

A perhaps more worrisome behavior, physical aggression, was studied by Nagin and Tremblay (1999) in their cohort of male youth in high-risk neighborhoods of Montreal. As seen in Figure 2, even in this high-risk cohort, a large proportion of youth (17%) never engaged in aggressive behavior. However, many youth who did so at an early age (80%) exhibited declining rates of aggression as they aged. These patterns are hardly evidence of weak cognitive control during adolescence. However, as with binge drinking, a small group of youth (4%) exhibited high and persistent rates of aggression early in childhood and continued on this trajectory into adolescence.

These patterns are consistent with both Moffitt’s and Patterson’s proposals that many forms of risky maladaptive behavior have their origins in the early years prior to adolescence. Indeed, these age trends suggest that adolescents do not uniformly engage in high-risk behaviors and that a major source of adolescent risk taking is present prior to the adolescent period. It is not surprising, therefore, given the large individual
differences in adolescent risk taking that a small proportion of adolescent accounts for a large share of the serious forms of risk taking that causes concerns about adolescents. For example, Biglan and Cody (2003) found that 18% of youth aged 12–20 accounted for about two-thirds of drunk driving and 88% of criminal arrests.

THE ROLE OF IMPULSIVITY IN EARLY ADOLESCENT RISK TAKING

Considerable evidence suggests that youth who engage in early risk taking, such as drug use and aggressive behavior, exhibit higher levels of impulsive behavior as early as age 3 (Caspi & Silva, 1995; Caspi, Henry, McGee, Moffitt, & Silva, 1995; Caspi, Moffitt, Newman, & Silva, 1996; Masse & Tremblay, 1997; Raine, Reynolds, Venables, Mednick, & Farrington, 1998). Indeed, the entire spectrum of externalizing behavior appears to be related to a core set of impulsive traits (Kreuger et al., 2002) that is evident early in development (McCue, Iacono, & Kreuger, 2006). This evidence is again supportive of the idea that a good deal of the problematic behavior observed in adolescents is clustered in a small percentage of youth (cf. Biglan and Cody, 2003).

In studying the role of impulsivity, however, it is important to recognize that the tendency is multidimensional and does not manifest as a single trait. Instead, it is evident in at least three potentially independent forms. One such trait, which can be called acting without thinking, is characterized by hyperactivity without evidence of deliberation or attention to the environment. It is assessed by at least two self-report scales: The Barratt Impulsivity Scale’s motor impulsivity subscale (Patton, Stanford, & Barratt, 1995) and the Eysenck I7 scale (Eysenck & Eysenck, 1985). When assessed by observer report, it is characterized by uncontrolled and hyperactive temperament, such as displayed in children with attention deficit hyperactivity disorder (ADHD) (Barkley, 1997).

Acting without thinking is the focus of neurobehavioral theories of early risk for substance use problems (Tarter et al., 2003; Zucker, 2006). Researchers who use tests of executive function to characterize this temperament focus on measures of response inhibition, such as stop signal tasks (Williams, Ponesse, Shachar, Logan, & Tannock, 1999). These tasks assess the ability to monitor conflicting cues to action and inhibit prepotent responses when they are no longer adaptive. In young children, a simpler task involves monitoring cues that flank a dominant focus of attention (the flanker task). Children with ADHD do less well on such tasks (Vaidya et al., 2005).

A second form of impulsivity is characterized by the tendency to exhibit impatience when given a choice between an immediate small reward versus a larger but delayed reward. It is often assessed using a delay discounting paradigm that can measure differences in
preference for delayed rewards (Ainslie, 1975; Rachlin, 2000). Mischel et al. (1988) used a simpler task in which children as young as age 4 were given the task of waiting to receive a tempting treat such as a pair of marshmallows. Those children who could deny themselves one marshmallow in order to receive two at a later time were scored as exhibiting patience. Furthermore, children who scored well on this task continued to exhibit patience on such indicators as higher academic performance during adolescence. Other research indicates that adolescents who lack patience are also more likely to experiment with and use drugs (Reynolds, 2006; Romer, Duckworth, Sznitman, & Park, in press).

Just as acting without thinking is associated with deficits in executive function, differences in delay discounting are correlated with variation in working memory capacity and IQ (Shamosh et al., 2008). This association suggests that individuals with weaker ability to maintain distant goals in working memory when choosing between immediate and delayed rewards are more prone to discount delayed rewards. The association between weaker executive function and each of these forms of impulsivity is not surprising given that impulsive behavior is often defined as lacking cognitive control over behavior.

Despite the fact that weak executive function underlies both impatience and acting without thinking, evidence from both animal and human models indicates that these forms of impulsivity are independent (Pattij & Vander schuren, 2008; Reynolds, Penfold, & Patak, 2008). That is, individuals who exhibit one type of impulsivity are no more or less likely to exhibit the other. In addition, there is a third type of impulsivity that is independent of the other two (Whiteside & Lynam, 2001). The tendency to approach novel and exciting experiences, known as sensation (Zuckerman, 1994) or novelty (Cloninger, Sigvardsson, & Bohman, 1988) seeking, is characterized by exploration of novel stimuli and the tendency to experiment with exciting activities despite the risks associated with them. It has been found to be greater in children who exhibit early forms of aggressive and other forms of externalizing behavior (Raine et al., 1998).

In a study conducted in Philadelphia with a community sample of 387 youth aged 10–12, I and several colleagues found that impulsivity as assessed by acting without thinking and sensation seeking was a powerful correlate of early forms of problem and risky behaviors (Romer, Betancourt, Giannetta, et al., 2009). As seen in Figure 3, a causal model with the two measures of impulsivity (they were somewhat correlated in this young sample, $r = .30$) was able to completely explain the relation between problem behaviors (such as oppositional behavior and symptoms of ADHD) and risk taking (such as drinking alcohol, gambling for money, fighting, and cigarette smoking) with no significant residual relation between the two. This study confirms the importance of two forms of impulsivity for early manifestations of risky behavior and is consistent with theories that place emphasis on childhood trajectories of disinhibition as predictive of early adolescent problem and risky behavior (Tarter et al., 2003; Zucker, 2006).

**FIGURE 3** Results of causal model showing that impulsivity explains covariation in risk and problem behaviors in a community sample of Philadelphia preadolescents (aged 10–12) (from Romer, Betancourt, Giannetta, et al., 2009). Path from problem behaviors to risk behaviors was not significant.

**THE ROLE OF EARLY STRESSORS IN PREDISPOSING CHILDREN TO ADOLESCENT RISK TAKING**

Rapidly accumulating evidence from neuroscience and behavioral genetics underscores the importance of early exposure to severe stressors for later health. There is considerable evidence that severe stressors, those that are persistent and not under the individual’s control, have “toxic” effects on a wide range of health outcomes (Shonkoff, Boyce, & McEwen, 2009). With regard to adolescent risk taking, the Adverse Childhood Experiences (ACE) Study conducted by the CDC (Anda et al., 2006; Middlebrooks & Audage, 2008) shows how exposure to various forms of stress during childhood predicts later adverse forms of risk taking. In particular, such early stressors as physical and emotional abuse, emotional neglect, parental substance use, and exposure to violence in the household were linked to later adverse adolescent outcomes including drug use, addiction, and suicide. In female youth, experience of sexual abuse was highly related to exposure to other sources of stress and was linked to earlier age at first intercourse, and
unintended pregnancy. In general, the more ACEs experienced, the greater the emergence of risky behavior in adolescence and later life.

Research on primates and rodents provides some understanding of how early adverse experiences can produce long-term effects on behavior that can emerge in adolescence. The research of Meaney et al. with rats indicates that variation in early maternal care can produce epigenetic effects on offspring. In their model, genes that control stress responses in the hypothalamic–pituitary–adrenal axis (HPA) are “silenced” leading to greater reactivity to stress (Meaney, 2001). In the rat, mothers who are less nurturing in their care of newborns are more likely to produce these effects. These effects appear to be mediated in part by reduced levels of serotonin functioning in the hippocampus. There also appear to be adverse effects on spatial ability and memory mediated by hippocampal functioning. This also leads to less than optimal responses to stressful experiences in offspring (Meaney, 2007).

The perhaps most remarkable consequence of these epigenetic processes is that female offspring of less nurturant mothers are more likely to behave in a similar manner with their offspring. Using cross-fostering designs, it is possible to determine that this results from intergenerational transmission of experience rather than genes. That is, it is the experience of maternal behavior that produces the effect rather than genetic transmission from parent to offspring.

Early experience in primates produces similar effects. Suomi’s research with rhesus monkeys that are either reared by their mothers or by much less nurturant peers finds that peer-reared males exhibit greater externalizing behavior in adolescence (Suomi, 1997). In research with rhesus macaque monkeys, Maestripieri et al. have examined neurobehavioral effects of maternal abuse and neglect on offspring (Maestripieri, 2008). They also found that maternal maltreatment is transmitted by behavior rather than genetics. In addition, they found a particular role for serotonergic mediation that appears to increase impulsivity in offspring. That is, abused offspring exhibit lower levels of serotonin in cerebral spinal fluid, an indicator that has been linked to increased impulsivity (McCormack, Newman, Higley, Maestripieri, & Sanchez, 2009). One interesting aspect of this research is that the short allele of the serotonin transporter gene enhances the effects of maternal abuse, a finding consistent with research in humans who experience abuse during childhood (Caspi et al., 2003).

Research with humans also suggests that early maltreatment by parents is associated with later conduct problems. In a longitudinal study of high-risk children from age 2 to 8 (Kotch et al., 2008), parental neglect prior to age 2 was predictive of aggressive behavior at age 8. Later neglect did not predict aggressive behavior at this early age. Other research has identified abnormal reactivity to stress mediated by the HPA axis as a consequence of early abuse (Tarullo & Gunnar, 2006).

One difficulty in testing the epigenetic explanation for increased HPA axis reactivity in humans is the need to examine brain tissue. In a recent study, McGowan et al. (2009) examined hippocampal tissue in deceased persons who committed suicide or died by other means. In addition, those who died by suicide were distinguished as to whether they had experienced abuse or neglect as children or not. According to the epigenetic explanation, persons who suffered child maltreatment should have exhibited greater evidence of gene silencing in regions related to the stress response, including the hippocampus. Their study indeed identified such effects, thus providing the first evidence of similar epigenetic effects in humans.

Meaney’s research suggests that maternal behavior toward offspring is a function of the stress experienced by the mother. Mothers who experience heightened stress treat their newborns with less nurturance, a process that is attributed to a defensive reaction to the environment. Although this may confer some advantage to offspring in the form of increased impulsivity, it can be a detrimental characteristic in humans especially when it results in conduct disorder and other externalizing conditions that increase risk for injury and incarceration. Needless to say, heightened stress experienced by mothers is more likely to occur in low socioeconomic environments in which uncertainties surrounding food and other supports can be particularly challenging (Evans & Kim, 2007).

**CHANGES IN IMPULSIVITY DURING ADOLESCENCE**

Studies of risk behavior trajectories during childhood and adolescence indicate that in addition to an early onset trajectory that persists throughout adolescence, there are often one or more trajectories that develop during adolescence and late adulthood. Moffitt referred to these as adolescent-limited trajectories because they tend to decline as youth enter adulthood. One of the largest sources of these trajectories is a rise in sensation seeking that appears to characterize a majority of youth during the adolescent period. The rise in sensation seeking is linked to an increase in the release of dopamine to the ventral striatum (Chambers et al., 2003). Spear (2007) has identified this as a biological universal in mammals that appears to encourage the adolescent animal to leave the family and to venture forth with peers to explore new territory and select mates.

We have observed this rise in sensation seeking in national samples of youth aged 14–22 (Romer &
Hennessy, 2007) (see Fig. 4). The overall level of sensation seeking is greater in males than in females, and males exhibit a prolonged period of change in this trait. Whereas female youth peak around age 16, male youth do not reach their peak until about age 19. This rise in sensation seeking is one manifestation of dopaminergic activation of the nucleus accumbens, a process that peaks during adolescence. This rise in sensation seeking is remarkably congruent with other age gradients in risk taking, such as arrests for criminal behavior and drug use (see Fig. 5) as assessed by the Monitoring the Future Study (Johnston, O’Malley, Bachman, & Schulenberg, 2006). Furthermore, individual differences in this trait have been linked to a host of risky behavior tendencies in both adolescents and adults (Roberti, 2004; Zuckerman, 1994).

One important question related to the rise in sensation seeking during adolescence is whether it is associated with a lack of executive control over behavior as the other forms of impulsivity manifest. Evidence is sparse on this question, but given the small but significant positive correlation between sensation seeking and IQ (Zuckerman, 1994), it would seem that persons who exhibit stronger sensation seeking drives are no less able to exert executive control over their behavior. Indeed, in the Philadelphia trajectory study, we are finding that differences in sensation seeking are positively correlated with working memory performance (Romer, Betancourt, Brodsky, et al., 2009). Thus, it seems that one of the more powerful sources of risk taking in adolescence is not associated with deficits in executive function.

A recent study by Raine et al. (2005) examined neurocognitive function in a community sample of persistently antisocial youth as well as more adolescent-limited and non-offending youth. They found spatial and long-term memory deficits in antisocial youth that are consistent with deficient hippocampal function brought on by childhood abuse. However, youth who merely exhibited a small rise in antisocial behavior during adolescence were no different from non-offending youth on most measures of cognitive function.
THE ROLE OF SENSATION SEEKING IN ADOLESCENT RISK TAKING

Given the powerful role of sensation seeking in adolescent risk taking, it is of interest to determine whether its effects on decision making involve different processes from those that are used by adults. In a recently proposed model of adolescent risk taking, Romer and Hennessy (2007) suggested that the influence of sensation seeking is mediated by the same processes that underlie adult decision making, namely the use of affect as the basis for evaluating behavioral alternatives. In particular, as suggested by Slovic et al. (Finucan, Alhakami, Slovic, & Johnson, 2000; Slovic, Finucane, Peters, & MacGregor, 2002), the affect heuristic is a robust and simple decision rule that relies on the dominant affective reaction to a response option as the criterion for evaluating its reward potential. Furthermore, use of the heuristic introduces a reciprocal relation between perceptions of risk and reward. That is, the more favorable the affect attached to an option, the less risk is associated with it.

The inverse relation between risk and reward is a deviation from rational choice models of decision making in which risks and rewards are evaluated independently. Indeed, risks and rewards are generally not correlated in the world of uncertain consequences (Slovic et al., 2002). However, it appears to be a characteristic of our decision making to impose an inverse relation between these two dimensions of choice. This decision calculus makes us subject to certain biases of judgment controlled by dominant affective reactions to behavioral options. Those activities we enjoy tend to be seen as less risky than those that are actually safer but less affectively pleasant. Hence, we prefer to drive cars rather than take trains even though, all else constant, trains are far safer than cars. Nevertheless, the heuristic renders decision making simpler than a careful consideration of both risks and rewards would require.

From the perspective of developmental neuroscience, the use of the affect heuristic is an interesting phenomenon. Because it requires very little deliberation, it can guide behavior without the need for extensive cognitive control. As a result, there is little reason to believe that it should depend on extensive maturation of cognitive control mechanisms during adolescence. Indeed, the ventral PFC regions that underlie affect evaluation mature earlier than dorsal and lateral regions (Fuster, 2002) that are critical for many executive functions (Miller & Cohen, 2001). Not surprisingly, when we examine the risk-taking behavior of adolescents, we find that the affect heuristic is alive and well in this decision making realm. Furthermore, its use does not seem to vary with age from mid-adolescence (age 14) to early adulthood (age 22) (Romer & Hennessy, 2007). For example, in evaluating the affect attached to smoking, drinking alcohol, and smoking marijuana, judgments of favorable affect and risk are strongly inversely related to each other and form one factor that is strongly related to use of each drug. Indeed, risk judgments add no significant prediction of drug use beyond the positive affect attached to each drug.

Another important characteristic of adolescent risk taking is the influence of peers. As seen in Figure 6, sensation seekers not only attach favorable affect to novel and exciting experiences but also seek out peers who have the same interests. This selection process creates a social environment that not only encourages risk taking but also enhances the favorable affect that is attached to novel experiences. Because youth who differ in sensation seeking essentially congregate with similar peers, the effects of their own sensation seeking levels are reinforced by exposure to others through a process of affect transfer. Given that youth of a similar age simultaneously experience the same rise in sensation seeking, this peer effect magnifies the affective attraction to novel and exciting behavior such as drug use. As a result, the effects of affect on behavior are enhanced by peer influences.

As seen in Figure 6, the path weights linking the factors in the model suggest that both sensation seeking and peer influence converge on affect evaluation and produce more change in behavior through this path than through peer influence alone. In total, affect evaluation and peer influences account for over half of the variation in the use of tobacco, alcohol, and marijuana. This influence in not limited to effects on drugs. In a study of failure to use seat belts when adolescents travel in cars, Dunlop and Romer (2009) found that about half of the variation in this behavior was related to affect evaluation and peer influence. In that case, however, the influence of peers was somewhat stronger than affect alone.

Our findings regarding the effects of sensation seeking on adolescent risk taking suggest that it is possible to
explain a great deal of the rise in risky behavior during adolescence by the increase in this form of impulsivity. Furthermore, the decision processes that are influenced by sensation seeking are the same as those that are used by adults. Indeed, the affect heuristic requires little deliberation and would appear to be available for use by the beginning of adolescence if not earlier. Finally, sensation seeking does not appear to reflect a deficit in executive functioning as is the case with other forms of impulsivity. Thus, there is little evidence to suggest that the risk taking associated with sensation seeking reflects a deficit in PFC brain maturation.

IS THERE EVIDENCE REGARDING BRAIN STRUCTURE AND ADOLESCENT RISK TAKING?

The evidence we have reviewed suggests that adolescent risk taking is not a universal phenomenon, and that individual differences related to at least three types of impulsivity underlie such behavior in adolescents. Furthermore, at least two forms of impulsivity are associated with weak executive function as assessed by working memory and response inhibition tasks. However, sensation seeking does not appear to be inversely related to either of these executive functions and may actually be somewhat positively related to working memory ability. Nevertheless, it is also the case that cognitive control as assessed by working memory and response inhibition tasks continues to improve during adolescence (Bunge & Crone, 2009; Spear, 2009; Williams et al., 1999). Could these maturational changes reflect alterations in brain structure that place limits on adolescent cognitive control over risk taking?

There is virtually no direct evidence to support a relation between natural maturation in brain structure during adolescence and impulsive behavior. This is partly due to the fact that it is difficult to observe changes in brain structure that could be implicated in impulsive behavior. As noted by Galvan et al. (2006):

Neuroimaging studies cannot definitively characterize the mechanism of such developmental change (e.g., synaptic pruning, myelination). However, these volume and structural changes may reflect refinement and fine-tuning of reciprocal projections from these brain regions (PFC and striatum) during maturation. Thus, this interpretation is only speculative. (6885)

Lu and Sowell (2009) reviewed what is known about the relation between changes in brain structure during development and performance on cognitive and motor skills. Their summary does not provide much evidence for the hypothesis that cortical thinning reflective of synaptic pruning leads to improved cognitive performance. For example, holding IQ constant, Sowell et al. (2004) found that cortical thinning from age 5 to 11 was associated with greater improvement in vocabulary, an effect that would seem to be driven by learning rather than brain maturation. In a study examining changes in cortical thickness from age 7 to 19 as a function of different levels of IQ, Shaw et al. (2006) found that individuals with superior IQ began the thinning process later than those with normal IQ. If cortical thinning facilitates the development of cognitive skills, then one would expect it to occur earlier for those with higher IQ. Finally, in regions related to language skills (the peri-Sylvan left hemisphere), cortical thickening rather than thinning has been associated with increased language skill development (Lu, Leonard, & Thompson, 2007). Hence, cortical thinning does not even characterize skill development across all regions of the cortex.

With regard to changes in white matter, Berns, Moore, and Capra (2009) examined the relation between myelination in the PFC and risk taking in youth aged 12–18. Holding constant age, they found that risk-taking tendencies were positively correlated with white matter development. Consistent with this finding, DeBellis et al. (2008) found that myelination of the corpus callosum was more advanced in youth with alcohol disorders than in control youth without such conditions. Thus, evidence in support of delay in PFC myelination as a risk factor for problem behavior in youth is not only absent but also contrary to what would be expected.

In summarizing this research, Lu and Sowell (2009) noted that:

Correlations between morphological and skill maturation, although instructive, reveal only associations and cannot elucidate causality. Neuroscience must still rely on animal studies using controlled experimental designs to learn whether morphological maturation enables the acquisition of skills or if skill acquisition drives morphological change. (19)

Some researchers have attempted to observe differences in brain function while engaging in risky decision making that could help to identify age-related differences in brain development. These studies have used functional magnetic resonance imaging (fMRI) of individuals varying in age from childhood to adulthood while engaging in a variety of tasks. However, the results regarding differential activation of the PFC have not yielded a clear picture of how PFC activation relates to risky decision making.
Consistent with theories that attribute increased risk taking during adolescence to sensation seeking (Chambers et al., 2003), Galvan et al. (2006) found that adolescents (aged 13–17) exhibited greater peak activation of the nucleus accumbens than either younger (aged 7–11) or older individuals (aged 23–29) when anticipating a reward. However, adolescents did not differ from adults on the same measure in regard to activation of orbital frontal cortex (OFC), a ventral area of the PFC. Children exhibited a stronger response than either adolescents or adults. These results were somewhat difficult to interpret, however, given the use of a reward cue that could easily differ in excitement value and interest as a function of age (a picture of a cute pirate in different poses).

In a comprehensive study of brain activation, Eshel, Nelson, Blair, Pine, and Ernst (2007) examined various brain regions in pre- to late adolescents (aged from 9 to 17) and young to older adults (aged 20–40) while making choices between options that varied in risk. The critical comparisons were between choices that had high probabilities of reward for small monetary outcomes versus those that had low probabilities of reward for larger outcomes. In an interesting design decision, the researchers did not keep the expected values of the two types of options constant. Choosing the risky alternative was always disadvantageous compared to the less risky alternative. They found that older individuals activated lateral OFC more strongly than younger ones when they selected the risky disadvantageous option. This finding was taken as evidence of greater PFC activation in older individuals. An alternative interpretation is that older individuals exhibit greater PFC activation than younger ones when making ill-advised decisions. Clearly, this study does little to confirm superior frontal control in adults.

In a recent review of these and several other studies using fMRI to detect differences in brain activation across age groups, Ernst and Hardin (2009) noted that:

The goal of delineating the trajectory of ontogenetic development increases the complexity of this research and requires theoretical models to constrain hypotheses and guide the development of experimental paradigms for a step-wise systematic approach. (69–70)

The concern about constraining hypotheses is particularly critical when comparing different age groups that differ not only in brain development but also in experience. Given the concerns raised by Lu and Sowell (2009), it would seem difficult to disentangle the effects of experience on brain structure from those of morphologic maturation that do not depend on learning.

Another approach suggested by Bunge and Crone (2009) is to differentially expose adolescents to cognitive training exercises. If appropriate training could produce better decision making in adolescents, it would argue against the maturation hypothesis, which would predict that training would be inadequate in the absence of adequate brain maturation. Because research on the effects of experience will undoubtedly add to our understanding of the role of morphological maturation versus experience, it is to such research that we now turn.

**EVIDENCE FOR EFFECTS OF EXPERIENCE ON IMPULSIVITY**

In view of the very strong predictions based on limitations in brain maturation during adolescence, it is of interest to determine whether experience can overcome such limitations. In particular, given the important role that impulsivity plays in adolescent risk taking, is there any evidence that experience can alter any form of impulsivity? Here the evidence is quite clear: There are numerous examples of interventions that can change brain function to the effect that impulsivity and associated risk taking is reduced. In reviewing these interventions, it is helpful to distinguish between those that are delivered in childhood versus those that have been successful later during adolescence. Childhood interventions should help to prevent the early forms of impulsivity that continue into adolescence if left untreated. Adolescent interventions should be able to counteract the rise in sensation seeking and potentially other forms of impulsivity that emerge during the second decade of life.

**Early Interventions**

There are two forms of early intervention that have been tested with success. One involves intervening with parents who are at risk for maltreating their children and thereby preventing adverse outcomes of such treatment on offspring. The other is to intervene later with families and children either together or just with the children in school settings.

One of the most successful early interventions with parents is the nurse visitation program designed by Olds et al. (1998). This program involves visiting the expectant parent prior to birth and providing training to cope with stressors that might otherwise lead to a less than optimal natal experience for the child. As expected by research summarized above, parents experiencing stress are likely to pass this experience onto their children in the form of less nurturing care. This treatment is then likely to produce non-optimal brain development in children, leading to poor adaption in school and later in adoles-
ence. However, parental support during visitation with high-risk parents enables them to cope better with stressors and to reduce the tendency to pass on stress reactions to children. Evaluations of the program indicate that children perform better in school and experience fewer psychiatric symptoms, including lower rates of conduct disorder. In addition, parents exhibit healthier behavior as their children age into adolescence (Izzo et al., 2005). This program has been targeted for federal support given its success in preventing adverse outcomes for children and for reducing later costs in schooling, incarceration, and welfare supports.

In addition to intervening with parents early in a child’s life, there is growing evidence that certain forms of early training can have lasting effects on behavior, especially on academic outcomes and various forms of externalizing behavior. For example, reviews of intensive preschool programs (Reynolds & Temple, 2008), such as the High/Scope Perry Preschool project and the Chicago Child-Parent Preschool Program indicate that such interventions improve academic performance, keep children in school, and reduce adolescent problem behaviors that risk incarceration. These programs appear to influence cognitive and behavioral skills, such as greater persistence and self-regulation that are inversely related to impulsivity.

In a recent study by Diamond, Barnett, Thomas, and Munro, 2007, researchers were able to train skills in preschoolers that affect executive functions highly related to academic performance and to impulse disorders, such as ADHD and conduct problems. These skills have been found to be associated with various PFC functions that underlie behavior control, such as the ability to operate on thoughts in working memory and to reduce interference from distracters.

Other research with children in the elementary years indicates that impulse control strategies can be trained that improve executive function and reduce impulsivity (Barry & Welsh, 2007; Riggs, Greenberg, Kusche, & Pentz, 2006). One program that has long-term follow-up data is the good behavior game (Petras et al., 2008). Kellam et al. tested this program in low-income first- and second-grade classes in which teachers were trained to administer incentives for good behavior to entire classrooms. Rewards were delivered on a consistent basis to reduce disruptive behavior, increase cooperation, and enhance attention to schoolwork. Follow-up data at age 19–21 revealed remarkably long-lasting effects on those who exhibited the highest rates of aggressive and uncontrolled behavior prior to intervention. In particular, rates of antisocial personality disorder remained lower in the highest risk youth at the follow-up.

It should also not be forgotten that medication has been found to be very helpful in reducing impulsive symptoms in children with ADHD. Klingberg (2009) suggested that moderate doses of stimulants can improve executive functioning in general and working memory in particular in children suffering from ADHD and thereby improve their academic performance. There is evidence that use of these medications can reduce the likelihood of later drug use during adolescence (Wilens, Faraone, Biederman, & Gunawardene, 2003). Klingberg et al. (2005) have also developed a protocol for children with ADHD that can improve working memory and reduce symptoms of ADHD using computer-based training. Posner et al. (Rueda, Rothbart, McCandliss, Saccamanno, & Posner, 2005) have proposed and tested similar strategies for children with attention problems.

In summary, research on early interventions indicates that intensive training focused on executive functioning and self-regulation skills can reduce impulsive tendencies that might otherwise impede performance in school and lead to maladaptive outcomes in adolescence. These strategies would be unlikely to be successful if brain maturation processes during adolescence prevented successful adaptation to rises in sensation seeking or other risk taking impulses.

Later Interventions

Space limitations preclude a detailed examination of interventions in the adolescent years. However, there is considerable evidence that adolescents can learn to avoid maladaptive behaviors, especially if they are given information that is linked to affective reactions to those behaviors. For example, extensive tracking of drug use since 1974 in the Monitoring the Future Study indicates that one of the best predictors of individual and aggregate drug use is the perception that drugs are dangerous to one’s health (Bachman, Johnston, & O’Malley, 1998). Media campaigns do not always succeed in transmitting this information effectively however. For example, some media interventions sponsored by the government have inadvertently transmitted the message that many youth are using drugs, a message that can increase the perception that peers find drugs exciting (Fishbein, Hall-Jamieson, Zimmer, von Haeften, & Nabi, 2002; Hornik, Jacobsohn, Orwin, Piesse, & Kalton, 2008). As noted above, such perceptions can enhance favorable affective reactions to the prospect of drug use.

A good example of a strategy that can help to prevent adverse outcomes when engaging in novel behavior is the graduated driver program that has been adopted by many states in the United States. This strategy is based on the idea that driving is a complex behavior that takes experience to master. As seen in Figure 7, adolescent drivers experience a significant reduction in crashes after driving about 1,000 miles (6 months on average)
If such early learning experience could be accomplished under lower-risk supervised conditions, it might reduce the chances for hazardous outcomes until greater mastery over the behavior has been achieved. The strategy of graduated licensing has been adopted by many states. In this procedure, adolescents are not given full licenses until they have passed a trial period during which they cannot drive at night and must drive with an adult. Evidence of the effectiveness of this strategy indicates that it reduces crash rates and serious injuries and does so in a manner responsive to the number of restrictions in place in a state (Morrissey, Grabowski, Dee, & Campbell, 2006).

In a recent study of the effects of sensation seeking during the adolescent and early adult years (14–22), my colleagues and I found that experience with risk taking leads to a reduction in impatience as assessed with a delay discounting task (Romer et al., in press). High sensation-seeking youth who use drugs more than other youth exhibit a decline in impatience as they age. This reduction also carries over to less drug use. Other youth tend not to exhibit changes in discounting during adolescence. This finding suggests that experience gained from excessive risk taking enables high-sensation seekers to develop greater patience, a factor that reduces risk taking. Research with conduct-disordered youth also suggests that impatience declines more for such youth than for others (Turner & Piquero, 2002). Hence, despite their greater risk taking, high-sensation seeking youth can learn from the consequences of their behavior and ultimately become less impatient than their less risky peers. The challenge for future translational research is to identify interventions that can provide the experience that adolescents need to transition to adulthood while also protecting them from the adverse consequences that can endanger their long-term health and development.

As noted by Spear (2009),

Experiences occurring during adolescence may serve to customize the maturing brain in a way commensurate with those experiences. Depending on the nature of those experiences, their timing, and hence their consequences, this customizing of the brain can be viewed as an opportunity, as well as a vulnerability. (308).

Future research should help to disentangle the interacting effects of experience and brain maturation. As noted earlier, studies that examine structural brain maturation and function in combination with training programs that improve cognitive and behavioral control skills (e.g., working memory) should be able to identify the role of experience at different levels of structural maturation. This research should help in developing training exercises that can provide adolescents with the experience they seek while simultaneously reducing the risks they encounter if left to their own devices.
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